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Abstract personnel ol when it needs to schedula downlink
An autonomos spacecraf must balance long-term and activity to transmit science data back to Earth. Autonomous

short-term considerations It must perform purposeful spterl]cecrafthartg Téade pgss'zm éq?tlpplng tt?]e tspaceq(rjaft
activities that ensure long-term scienend engineering \Iiw ISdOp IS |ca(11 n-boar sodware X a g p;row_es
goak are ahieved and ensure th#& maintains positive nowiecdge - and reasomgn procedures 1o - determine

resource margins This requires planning in advance to appropriate actions that achieve missgoals, to monitor

avoid a serige of shortsighted decisions that can lead tospacecraft hedit during execution, and to recover

failure. However, it must also respond in a timely fashioﬁ':l:Jtonor}ml;]sd dfrlom_ possible _faults [9]]; Anh On'ﬁ.o?]rld
to a somewhat dynamicnd unpedictabé environment. planner/scheduler is a kecomponent of such a_ highly

Thus, spacecraft plans must often be modified due tautonomos ystem More generally, routine use of
>, SP P . . Qutomated planning/scheduling systems for spacecraft
fortuitous evens such & early completion of observations

and setbacksuch as failure to acqeira guidestar for a operations, both in groancperations and on-board in an
. . . q g autonomos gacecraft, will have gréampact on mission
science observation. Thipaper describes the use of

; . . . e erations Specifically, automatk pannin and
iterative repair to support continuous modification an ¥ b y A 9

; . o = “scheduling provides the following benefits:
updating of a current working plan in light of changing™ e extremely costly sequencing elensesitthe mission
operating context.

operations team would almose @iminated, dramatically
reducing cost One estimate [10] indicated that automation
Introduction of the commanding process could reduce mission operations
costs by as much as 60% (excluding data analysis). Recent
In recent years Galileo, Clementine, Mars Pathfinder, Lunagxperience support these projections. For example, use of
Prospector, and Cassini have all demonstratedvaraege ~ the DATA-CHASER automate planning and scheduling
of robdic missions to explore our solar system. Howeversystem (DCAPS) to command the DATA-CHASER shuttle
complex missioa still require large teams of highly payload reduced commanding-related mission operations
knowledgeable personnel working arounce tidock to  effort by 80% [3] as compared to manual generation of
genera¢ and validate spacecraft command sequencessequences.
Increasing knowledge of our Earth, our plangetsystem, Using planning and scheduling technology, a goal-based
and our universe challenges NASA tg ffhrge numbers of spacecraft could perform opportunistic sciend&hen an
ambitious missions, while fiscal realities require doing sdinexpected opportusibccurs (such as a supernova or solar
with budgets far smaller than inetpast. In this climate, the phenomena), the spacecraft could immediately respond by
automation of spacecraft commarglirecomes an endeavor performing appropriate measurements rather than waiting
of crucial importance. until ground-base detection of tle event and subsequent
This paper describes an advance in autothgtanning  uplink of commands to the spacecraft.
and scheduling technolgdo spacecraft mission operations. A goal-based autonomsispacecraft could also enable
This technoloy is applicable to a large spectrum of interactive science, when appropriate. A self-commanding
missions, from those that have yelimited on-board spacecraft could perform high-level science requmsth as
computational capabilities (such as Lunar Prospector) tderform an interferometry sweep with priority 5.” A direct
those that f highly sophisticated software (such asconnection between the scientist and spacecraft with faster
Cassini). In all cases the goal is foe pimoject science team feedback allows a new paradigm for scientific discovery in
to be able to command the spacecraft diseetith no  Space.
mission operatios pecialists involved in routine activities. ~ Automated planning and scheduling technology sfflee
In the most sophisticated missionsetepacecraft operates potential to increase science retuyy producing operations
autonomously,interacting with te ground systems and plans that better optimize use of scarce science resources.



For example, theDCAPS planner/scheduler increasedThisintroduction of the planner into the short-term planning
science return by 40% over manually generated sequendesrizon can also be motivated by current operations
[3]. This increase was mostly due to the short turn-arounsicenarig taken from the Space Infra-red Telescope Facility
times (approximatgl 6 hours) imposed by operations (SIRTF)[9]. In ths operatios <enario, the observatory is
constraints. This limited time did not alofor lengthy, in a near-earth orbit and has a set of observation targets and
manual optimization. their prioritizations.  tlis difficult to project exactly how
Finally, planning and scheduling technology simplifiesfuture execution of the plan will proceed. For example, if a
the self-monitoring, onboard fault-management, andpacecraftdable to acquire the target quickly (as compared
spacecraft health tasks. Because the spacecraft would toe conservative settling times and time to search for the
able to respond in a more goal-oriented fashion witfuei  target), an observation may complete significantly dreéa
time lags introducg by ground communication,tiis  schedule. Alternatively, if the spacecraft repeatedly fail
possible to cover a greater range of faults. acquie a guidesta required by an observation, the
The remainder of tki paper § organized as follows. observation mabe terminated. This adshas the effect of
First, we briefy describe the motivation foreducing completing tle ativity ahead of schedule but with a failed
planning response time in spacecraft operatidNext, we outcome Within this operatios context, a short-term
describe our technical approach to interleaving planning arlanner woull decide which observatisrto sequence next.
execution to reduce thiesponse time. We then follovith ~ Such a planner wodlireed to consider targets currently
a description of our implemented architecture. Then wén the observation list, their visibility windows, and their
describe a mission scenario from thewNlillennium ~ relative positios in the sky (fo reasons of slew
Space TechnolggFour mission which was used to test ourMinimization and for observation quality issues). The short-
approach. Finally, we describe related workl angoing term planner would also need to track other resource

ffrs (0 fuher exend and vadate i tecnpld  TSoGETIT, 950 & S5 Penagenent e o
future space missions. 9 9

downlink windows.

Integrating Planning and Execution In a traditional plan-sense-act cycle, planniagdnsidered

An autonomos spacecraft must respond in a timely fashion Plan for Plan for
to a (somewhat) dynamic, unpredictable environment. i next horizo next horizon
terms of high-level, goal-oriented activity, spacecraft plang
must often be modified in the event of fortuioevents
such as observations completing early and setbamh as
failure to acquire a guidestar for a science observata

cal this situationdynamic planningin which a plan must

be ntinualy updated in light of changing operating . .
context In such a operatiors mode, a planner would Figure 1 Traditional Batch Plan then Execute Cycle

accept acti_vity and state updatm a one to ten second time g patch process and the system operates on a relaongt
scale Making the planner more timely in its respafibas  term planning horizon. For example, operations for a
a number of benefits: spacecraft would be planned on the ground on a weekl
daily basis. In this mode of operations, the spacecraft state
e The planner can be more responsive to unexpected the start of the planning horizon would be determined
(i.e., unmodelable) changes iretlnvironmen that  (typically predicted as th onstruction of the weeklplan
would manifest themselves as updates on thevould need d@ hbegin significanty before the wde of
execution status of activities as well as monitorecexecution) The sciene and engineerig gperatiors goals
state and resource values. would then be considered, and a plan for achieving the goals
«  The planner can reduce reliance on predictive model¥ould be generated. This plan or sequence would then be
(e.g., inevitable modeling errors), since it will be uplinked to tke spacecraft for execution. The plan would
updating its plascontinually. then & eecuted onboard the spacecraft with little or no
. Fault protection and execution lagereed to worry flexibility.  If an unexpected event occurred due to
about controlling the spacecraft over a shorter tim environmental uncertainor an unforeseen failure occurred,
horizon (as the planner will replan within a shor‘(eﬁhe spacecraft would be taken into a safe stgtdablt
time span) protection software. The spacecraft would wait irs ttmte
: until the ground operatienteam could respond and
+ Because of the hierarchical reasoning taking place ifetermine a ne plan. Correspondingly, if an unpredictable
the architecture theres no hard distinctio between  fortuitous event occurs, the plan cannot be modified to take
planning and executio — rather more deliberative advantage of the situation.
(planner) functions reside in the longer-term One model for operatiaris to move such planning and
reasoning horizanand the more reactive (execution) replanning functionalit onboard, but to continue using it as
functiorsreside in the short-term reasoning horizonsa batch process. In thicase, in te eent of a fault,
Thus, there is no planner to executive translatiorenvironmental event, or fortuitous event, the spacecraft can
process. respond B entering into a stable s&atand replanning.
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Figure 2 Overdl Architecture for Continuous Planning

However, constructing a plan from scratch can be #&owever, since things ragelgo exacty as expected, the
computationalf  intensive  process and onboard planner stands regdto continualy modify the plan.
computational resources are typigajlite limited, so thatit Currert iterative repair planning techniques enable
still may require considerable time to geneeata new incremental changes to the goals and the initial state or plan
operations plan. As a data point, the planner for the Remoéad then iterativgi resolve ag conflicts in tre plan. After
Agent Experiment (RAX) flying on-board the New each update, steffects will be propagated through the
Millennium Deep Space One mission [1¥]daxpected to current projections, conflicts identified, and the plan
take approximatgl 4 hours ¢ produwce a3 day operations updated (e.g., plan repair algoritaimvoked).

plan. RAX is running on a 25 MHz RAD 6000 flight

processor r@d wses rought 25% of the CB processing ) )

power. While thé is a significat improvement over  An Architecture for Integrated Planning and
waiting for ground intervention, making the planning Execution

process even merresponsive (e.g., on a time scale of

seconds) to changes in the operations context, would

increase the overdatime for which tke spacecraft hma  The overall architecture for ¢h continuous planning
consistent plan. #long as a consistent plan exists, theapproachs shown in Figure 2. The baségorithm is as

spacecraft can keep busorking on trerequested goals. follows:
To achieve a higher level of responsiveness dyrsamic
planning situation, we utilie a continuous planning Initialize Pto the null plan
approach ad have implemented a system called CASPER Initialize G to the null goal set
(for Continuous Activiy Scheduling Planning Execution Initialize Sto the current state
and Replanning) Rather than considering planning a batch
process in which a planner is presentechvgtals and an Given a current plaR and a current goal set G
initial state, the planner baa arrent goal set, a plan, a
current state, and a model oktlxpected future stateAt 1. UpdateG to reflect new goals or goals that are
ary time an incremental update todlgoals or current state no longer needed
may update tle arrent state of tplan and thergpbinvoke 2. UpdateSto the revised current state
the planner process. This updateyni@® an unexpected 3. Compute conflicts on (P,G,S)
event or simpl time progressing forward The planner is 4. Apply conflict resolution planning methsdo
then responsible for maintaining a consistent, satisficing P (within resource bounds)
plan with the most current information. $hiurrent plan 5 release relevant near-term activities Pnto

and projection is th planner’s estimation as to what RTS for execution
expects to happen in the world if things go as expected. 6. Goto 1



placement, bumedium and low-level goalare only active

In this approach, the real-time software produces updatéfsthey occur in the near future. Likewise, confSetre only
that require responses by near and long-term activities feegarded aimportan if they are high-level conflistor if
the spacecraft. The spacecraft state is modeled by a settbgy occur in the near future. As the time afoonflict or
timelines, which representthe current and expected goal approaches, it will eventualbecone a&tive and the
evolutian o the spacecraft over time. This model includeselaboration/planning process lthen be gplied to resolve
the current state (S) and the projection of/ibe state will  the problem.
evolve in light of actions expected to take place in the
future. Thee ations are thb aurrent plan (P) that is also .
reflected in the timelirgas actions at future points in time. ST4 Spacecraft and Landed Operations

At each iteration through the loop shown above, as the Description
world changes, the actual state of the spacecraft drifts from . )
the staé expectel by the timelines. The real-time software D€ep Space 4 / Champollion (ST4) will be the fourth
updates the timeline models (S) witdifications of actual ~ interplanetay spacecraft in NASA's Ne Millennium
state values, actual resource values, actud titees, and ~rogran to identify, test, and yl advanced technologies
completion times for activities. Each of these updatednPoard interplanetar spacecraft and Earth-orbiting
when synchronized with the current plan may introducg@tellites. In late 2005, following a two-and-a-half-year
conflicts (St@ 3above). A conflict occarwhen an action 10Urney, ST4 wil match orbits, or rendezvous, with Comet
in the plan is inappropriate — because riquired state |eMPel 1, athe ®md is moving awg from the Sun. The
and/or resource valseiolate the system constraints. spacecraft will spend several months orbiting iomet

Whenever such a conflict exésthe planner notethe  Nucleus, making highil accuraé maps of is sirface and

: e king some prelimingrcompositional measurements of
conflict and performs plan modifications to make the pla a . .
consistent with t aurrent sta¢ and future projections. he ga in the coma. The data returned from ST4 will be

Because this process Gontinuous, the plan rasehas the US€d to determine the mass, shape, and geositthe
opportunity to get significantly inconsistent. As a result thecomEt s_nucleus and to make soealy estimates abauts
high-level actions of the system are more responsive to ﬂ%)mposmon.

actual spacecraft state. Also, planner actividtehe lowest
level directly correspond to commantb the simulator.

The Generic Simulator Connector (Figure 2) handles th

m?ﬁggﬁ'erc\)(rzgg:t\llt//ilttlheT[?ﬁsimwa?;%rn(t:;m&mﬂious lanner not knav whether the surface ofeéhmmet nucleus is hard,
J ' P rocky, and rough, or soft and fluffy Therefore, the

approach, we are also advocating a hierarchical approachéR‘,ﬂ"enge engineers face in designing tachnoloy and

planning. In this approach, the long-term plagnhaizon . ; "
! instruments for tid spacecrdfis © be prepared for the
|s| pla_nneﬂ or_1|y ata ver?/ abz’g&gct Ieveld Shlorter_lapd ﬁhortﬁhexpected Qmof thg ways ST4 enginpeerps are preparing
planning horizons are planneal greater detail, until finally " : . ; .

. ._for all possible scenarios ig/ leveloping technologies to
at the most specific level the planner plans only a short timg, ., o, "t o |ander into the comet's surface no matter what its
in advance (just in time planning). This paradigmiown composition. Because the gramif the @met nucleus is so

in Figure 3. ;
The idea behind tkihierarchical approach is that only \évre}lﬁrljétgﬁdlzr;‘?ﬁglm;sewchored to the surface to permit

very abstract projections can be made over the long-term . . . i
and that detailed projectistan ony be made in the short- Once firml in place, the lander will @saone-meter long
drill to collect samples and then feed them to a gas

term because prediction is difficult due to limited :
. . . hromatograph/masspectrometer onboardetander. This
computational resources and timely response reqwremenf%strumen% Va" anal;r;ze # omposition of the nucleus

Hence there is little utility in constructing a detdilgan far
into the future — chances are it will end up being re-plannef
anyway At one extreme the short-term planymaa be
“planned at all and may b aset d reactions to tb arrrent
state in the context of the near-term plan. sHpproach is
implemented in tb ontrol log described above by making
high-level goals active regardless of their tempora

After studying the nucleus from orbit, étspacecraft will
send a small vehicle (a lander) toetlsurface. The
touchdown itself will be quite trigkbecause scientists do

Long Term Mission Plan —>
Increased
Detail Medium Term Plan |—
Short T — . . .. .
M ort Term Plar Figure 4 Artist depiction of ST4 lander landijron
Figure 3 Hierarchical Planning Horizons Comet

collected from various depdtbelon the surface. The lander



will also cary camerasd photograph te mmet surface. One of tke @ntinuous planner capabititto replan to
Additional instrumerg planned onboard the lander to perform a resource substitution afrcomponent failure
determine tb chemical makegu o the cometay ices and (Objective 1). Tk three planned sample activities kase
dust wil include an infrared/spectrometer microscope and aoven 1 for baking the comet samples. During the simulation
gamma-rg spectrometer. After several days oe $arface, run, a failue was injected on oven 1. This changed the
the lander will bring a sample back to the orbiterriurn  oven 1 state to “failed” for the remainder oé#imulation.
to Earth. Because the second and third sample activitiepl@aned)
use oven 1, these sarapctivities are in conflict because
) ] the sample activities reqeiran operational oven (but are
Continuous Planner ST4 Scenario planned to us a ‘failed” oven).  The planning system
In order to test our integrated planning and execution _091ZeS sl conflict as a state reqL_ure(y fan activity
rEelng different fron te actual (or projected) state. The

approach, we have constructed a number of test cases Wmﬂf};\nner then attemptsveral fixes, including finding an

the ST4 landed operatisngenario We have also o :
. . . - activity to change the incorrect state. Unfortunately, there
constructed a ST4 simulation, which accepts relativigh- are no such activities to “fix” the oven. However, the

Ise}lgpc%rgwiniilfg SET%%EE}DURéhLbEITﬁjRT/;DEILLt, sampe activities require an oven resource, and there are two
) ' ) ' ) VICe>, €IC. \ens on the ST4 lander. Hence the planner is able to find a

The simulator also accepenario-time-control commands repaired plan in which thsecond and third samples use

Bven 2 (see Figer5.) Theplanning system could also have
deleted the actiwtin conflict. However, tke prioritization
with the repair algorithm always considers mayimr
adding other activities to solvedahmonflict before deleting
gwe conflicting activity.

operations of hardwardevices In this test scenario the
planner ha models of 11 stat and resource timelines,
including dril location, batter power, data buffer, and
camera state. Bmodel also includes 19 activifiesich as
uplink data, move drill, compress data, take picture, an

pe_:_fr?rm ovsn experlrlnent. i0 has f d on th Another continuous planner capalyilis to replan when a

e mnlinuous planner scenario has focused o gggregate resource is over-subscribed or under-utilized
comet lander portion of the ST4 mission. It comprises ?Objective 7). Te dagm ollectel during the sample
period of approximatgl80 hours of lander operations on activities is compressed and then stored in the data buffer of

the mmet isr;JrIav(\:/ﬁi Irt] I'[S m'\[/erlldetd to ?Eﬁ;?jﬁ \c/);rtiiits the lander. This data is uplinked to the orbiting spacecraft at
cases agains ch to evaluate frerfo a later time. The planner uses estimates efahount of

command and control strategies for this portion of th%ata compression to plan when uplink activities are

mission. necessary. Becauseetliompression algorithms @rcontent

The nomina mission scenario consists of three majoryo,ondent thesetimates mg significantly deviate from
classes of activities: drilling and matérigransport, actual achi1eved compression

instrument activig including imaging and in-situ materials ; -
experiments, ah data uplink. Of these, drillingsithe most In this enario, the actual data generatgdite second

complex ad unpredictable. Initial Plan

The missio pan cals for three separate drilling Activities F—exporimenta— F—exporments—
activities. Each drilling actiwt drills a separate hel and
acquirs simples & three different depth during the poventy ovent_y oveniy oven1_y

proceSS: a Surface Samplev a 20 cm. deep Samplev and a One- O:tear:el off-cool | on |0ff-warm| off-cool | on |0ff-warm| off-cool |
meter deep sample. Acquiring a sample involves five oven 2 — |
separag “mining” operatiors after the hole ha been drilled state

to the desiré depth. Each minig gperation removes 1 cm.
of material. Drilling ra¢ axd power are unknown a priori,

oven 1

After Oven 1 Failure tails

. . |_ oven _| |_ oven _|
but thee ae reasonable worst-casestimates available. Activities expetiment A expetiment B
Drilling can fail altogether for a varigbf reasons. werd  ovent
ane . . . I_ovenl_'_oven1_| | on |_ off _|

One of the three drillig goerations $ used to acquire on of 1 homie contte
mater!al for_ sample-return. 'éh)_ther two ae used to supply oven 1 [ofi-cool [ on [oft-warm [or-cool failed |
materid to in-situ sciese periments onboard the lander. oven 2 — |

. . e . olr-coo

The® eperiments involve depositing the samples in an state

oven, and takig data while the samplis heated Between
baking operations the oven must cool, but éhae two
ovens, allowing experimento ke interleaved unless one of
the ovens fails. oven'l; oven1 oven'2)_oven 2
We appy CASPER to ts scenario to demonstrate three Fon + o Fon 4o

capabilities: 1) the abifjtto replandue to exogenam date *vate Lofcool | on Joft-warm [ofr-coo] failed |
conflicts (such as equipment failures), 2) the abitiv oven 2 off-cool | on |0ff_warm|0ff_coo||
replan due to exogenous resar onflicts (such as over- state

subscription of memgrbuffers), 3) and the abilitto replan
due to activiy updates (suchsalrilling finishing late.) Figure 5 Oven State Example

After Replanning
oven oven
|_expemmemA_| |_expenmemB_|

Activities




sampé activity is greater than expected because theortion of the screen showsetharrent activities in the
compression achieved is less than origineitimated. The mission plan, with each line beginningthe activity's gart
planner realizes thait will not have sufficient buffer time and ending t&its end time The timelines toward the
memoy to perform the third samghctivity. Thisresulsin  bottom of the displashaw the sta¢ and resouce evolution
an over-subscription of the data buffer depletable resourcas modeled and trackeg the planner.

The planner knows that suehonflict can be repaired by:

1) removing activities that contribute to resource usage or 2)

adding an activit which renews the resource. In this case ] )

these tw gotions correspond to deletingetihird sample Discussion

activity or adding an uplink activity. (The uplink activity
renews the bufferesource § uplinking data to the orbiter.)
The planne resolves this conflict Yo adding an uplink
activity after tre second sample activity, freeing meméor
the third sample actiwt(see Figure 6.)

While the aurrent prototype has been tabten a range of
case in which state updates require replanning, all of the
casa thus far have been ones in which the updates cause
conflicts in the plan. In #h@ase of the failed oven, buffer
over-use, and activity completion time problem, the state
update (when propagated through the plan) causes a

Antoher demonstrated CASPER capayili to replan conflict. Ther(_a ae other cases in which a state update
based on actiwt parameter updates (Objective 3). In theenf‘bl‘iat?l?n |m;\),\;o;/ement. ri?rhixgm?k\a,\’/ r than expected
scenario, the mingp goeration using the dril takes longer attery power usage mig e lower than expecte

than expected. This delays the oven experiment because no ~ €nabling insertion of an additional samptivity

samptis yet prepared. The actual cortflis a violation of content-dependent compression might perform better

the temporal relationship betweeretmining activity and g;ar;rirﬁ)épr)]?(c:jtaetg' g:lowmg storage of additional

the oven experiment activity. (Mining musé lmmpleted P . ' . .

before we continue to the oven experiment; see Eigur drilling might be faster than expected again allowing
; X : for additional science activities.

In this example, the planner moves the oven experiment

activity in order to repair tisiconflict. In each of thes ases, the planner needske aware of the

Figure 8 contains a screen snapshot ef @ntinuous POteNtial for improvement in ¢ arrent plan ad be
planner prototype. Thdisplay is time oriented later times triggered to attempt to take advantage of the fortuitous

. - . ituation Our current prototype does tnimake advantage of
are shown to the right on the horizontal axis. The UPPShese opportunities an% we glrae slating ésifuture works.g

Initial Plan In the current prototype, the planner canyntspond to
nctivities Feromemnia™ Fexpenennie=  Fexpenreny c— unexpected changes on acyvihoundaries. This can be
limited in the ontext of activities with extremgellong
p sore p s s durations. This is because the planner does no¢ lzav
model detailed enoughotpredict the resultant state if
— v 15 MB 20 MB activities are interrupted in mid-execution. It would be

usefd if the planner could incorporate a model that could
represent interruptible activities and act appropriately.
While we have tested our prototype on a range of

buffer
After Experiment B
oven oven oven
|_exper\memA_| |_exper\mem B_| |_exper\mem C_|

Activities scenarios, the test set has been quite siiédl.ae arrently
" N\ \ . working on enlarging tle test suie and enhancing the
Fresuts Fresuis Fresuts simulation to address issues of noise in the simulation and
30 MB commandlng as Initial Plan
data 15 B 25 MB conflict We” . as o |_mmmg
buffer [—ETE—] approximate state| Activities _\ experiment Ad

estimation These

After Replanning . .
additional issues

After End-time Update

Activities |_expecr‘\l:|2mA_| |_expecr‘\l:|2m B_| |_expecr‘\lr§re‘m C_| W|” fu I’ther Stl’eSS Activities |—m‘"‘"9ﬂ
H violate d temporal
I_ store I_ store I_ store the aChIteCture constraint conflict
results results |—|data ummkresu\ls and ae e(pected to ‘cven exper\memA-|
lead to further | After Replanning
data e 25 MB insights and work. Activities F—mimns
buffer [ S MB__| S MB 10 MB oven experiment A-|

Figure 7 Activity Update
Figure 6 Over-subscribed Data Buffer Exalmp Example
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This work builds on considerable previous work in This paper ha described an approach to integrating
iterative repair problem solving The high-speed local  planning and execution for spacecraft control and
search techniques used in our continuous planner prototypeoperations. Thiapproach hathe benefit of reducing the
are an evolution of those developed for the DCAPS system amount of time required for an onboard plagnocess

[3] that has proven robust in actual applications. In terms to respond to changes in the environment or goals. In our
of related work, iterative algorithms have been applied to a approach, environmental changes or inaccurate models
wide range of computer science problems such as travelingcause updates to @harrent state model and future
salesman [9] ewell as Artificial Intelligence Planning [2, projections. Additionally, the planner’s current goal set
6, 14, 16]. Iterative repair algorithms haveoabeen used may change. In either case, if these changes matter (e.g.,
for a number of scheduling systems. The GERRY/GPSS the current plan no longer applies)yvéll cause @nflicts
system [17, 4] uses iterative repair with a global evaluation in the arrent plan. Thesonflicts are attaclke using fast,
function and simulated annealing to schedule space shuttlelocal search and iterative repair methods

ground processing activities. The OperatsorMission

Planner (OMP) [1] system used iterative repair in

combination with a historitamodel of tre scheduler Acknowledgements
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